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Executive Summary

The AllScale runtime system offers a comprehensive and complete mechanism to allow monitoring of non-functional application metrics. This feature is provided by two means: 1) emitting signals from within AllScale specific events and 2) HPX performance counters. This allows for a generic approach to deliver the system status to the monitoring component.
2 Introduction

One of the key aspects of the AllScale runtime system is the interaction between the monitoring and the runtime component for non-functional parameters of an application. In order to accomplish goals like dynamic load balancing, a monitoring infrastructure needs to be provided. As the AllScale runtime system is built on top of the HPX runtime system, it makes use of the performance counter infrastructure provided by HPX. Furthermore, the monitoring is extended to provide discrete signals of AllScale specific events to give the monitoring component the possibility to react on given key aspects of the AllScale runtime, such as the execution start of a work item.

3 Implementation

3.1 The HPX performance counter framework

The HPX performance counter framework is a powerful facility to support runtime adaptivity. As such, it provides a rich set of predefined counters. Those counters can be queried by a given name and can be retrieved for all running localities or threads (where applicable). The list of currently implemented counters can be seen here: https://stellar-group.github.io/hpx/docs/html/hpx/manual/performance_counters/counters.html.

The performance counters can be queried either from the command line, directly from the application or within the monitoring or resilience components. This allows for maximum flexibility as well as a foundation for experiments to see the effect of various different possible implementations on the actual runtime.

3.2 The AllScale monitoring events

The monitoring events are the following:

- work_item_enqueued
  - This signal is emitted whenever a Work Item is being spawned and put into the schedulers queue
- work_item_dequeued
  - This signal is emitted when a work item is dequeued and prepared for execution by the scheduler
- work_item_split_execution_started/work_item_process_execution_started
  - This signal is emitted when the work item split or process variant execution starts, that is when all transfers and dependencies have been completed
- work_item_split_execution_finished/work_item_process_executionFinished
  - This signal is emitted when the execution of the split or process work item variant is done
- work_item_result_propagated
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- This signal is emitted once the result of the work has been propagated to the parent.
  - work_item_first
    - This signal is emitted to mark the begin of a iteration
  - work_item_dispatched
    - This signal is emitted to mark a migration of a work item from one locality to another

The events can be subscribed to, to allow the other components to react whenever such an event occurs. The AllScale monitoring events are purely local and it is up to the listener to further process the specific performance counters for an event and make it available to other components.

4 Conclusions and Future Work

The infrastructure and implementation of various performance counters is in place and already used extensively by the AllScale monitoring component. The discrete, AllScale specific events as well as the available performance counters are continuously improved and adapted to arising use cases.